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Abstract: Recent progress in understanding the holographic principle in quantum gravity has

been made thorugh the language of quantum error correction. We explore how quantum error-correcting

codes model bulk reconstruction in AdS/CFT by analyzing the HaPPY tensor-network code. Af-

ter reviewing the essentials of the AdS/CFT correspondence, we demonstrate that the HaPPY

code is a bonafide quantum error correcting code by showing it is equivalent to a concatenated

five-qubit [[5,1,3]] stabilizer code and verifying that it satisfies the Knill–Laflamme conditions.

Employing the operator-pushing property of perfect tensors, then we present an explicit example

of causal-wedge reconstruction via the “greedy algorithm.” Lastly, we propose a novel algorithm

to construct the bulk code space for entanglement wedge reconstruction based on a Grover search

method.
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1 Introduction

Progress in understanding holographic duality has been made in recent years through the language

of quantum error correction. In 2007, Guifre Vidal [1] introduced the Multiscale Entanglement

Renormalization Ansatz (MERA) and it was interpreted in 2012 by Swingle as a toy model for

holography due to its emergent geometry [2]. In 2015, Pastawski, Yoshida, Harlow, and Preskill

[3] introduced the HaPPY code named after their initials demonstrating key features such as

entanglement wedge reconstruction and bulk operator encoding.

In this project, we explore the HaPPY code, a tensor network that models key features

of the holographic principle, specifically the anti-de Sitter/conformal field theory (AdS/CFT)

correspondence. The HaPPY code provides a toy model for understanding how bulk spacetime

geometry and quantum error correction emerge from boundary degrees of freedom. By encoding

logical qubits into entangled physical qubits arranged in a hyperbolic tiling, the code mimics the

geometric structure of AdS space and illustrates how local bulk operators can be reconstructed

from boundary data.

1.1 Holographic Duality (AdS/CFT Correspondence)

AdS/CFT is an example of holographic duality, or gauge-gravity duality. The main thesis of

AdS/CFT is that an asymptotic AdS spacetime in d-dimension bulk is dual to a conformal quan-

tum field theory (CFT) without gravity in d− 1-dimension boundary.

1.1.1 Anti-de Sitter Space (AdS)

The AdS space is a space with constant negative curvature, i.e. it is a hyperbolic space. Despite

this unphysical feature, AdS space provides an ideal playground for exploring the connections be-

tween quantum gravity and quantum information. It has a timelike boundary at infinity, allowing

for well-defined boundary conditions. It exhibits a high degree of symmetry.

The metric for AdS is given by [4]

ds2 = −(r2 + 1)dt2 +
dr2

r2 + 1
+ r2dΩ2

d−1. (1.1)

1.1.2 Conformal Field Theory (CFT)

A conformal field theory is a field theory that is invariant under conformal transformations. Con-

formal transformations are transformations that locally preserve the angle. Suppose we have a

map for conformal transformation φ and metric g, we have φ∗g′ = Λg. For x′ = φ(x), We can

express the conformal transformations as follows: g′ρσ (x
′) ∂x′ρ

∂xµ
∂x′σ

∂xν = Λ(x)gµν(x). Together, trans-

lations, rotations, dilations, and special conformal transformations generate the full conformal

group. The special conformal transformations act on the spacetime coordinate and has the form:

x′µ = xµ−bµx2

1−2b·x+b2x2 , or Λ(x) =
(
1− 2b · x+ b2x2

)−2
, where bµ is the constant vector defining the

special conformal transformation.

In conformal field theory, primary operators which are local operators that under a conformal

transformation transform as O(x) 7→ O′ (x′) =
∣∣∣∂x′

∂x

∣∣∣−∆/d
O(x).

Further details on radial quantization are provided in Appendix E.
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1.1.3 Ryu-Takayanagi Formula

In general relativity, black holes are thermodynamic objects and we have the entropy SBH of a

black hole given by the Bekenstein-Hawking formula:

SBH =
Area(Σ)

4GN

where Σ is the event horizon, GN is the Newton constant.

Ryu and Takaynagi generalized the Bekenstein-Hawking formula in the context of conformal

field theory with the use of AdS/CFT correspondence. Let ρ be a state in the Hilbert space of

the conformal field theory. Let A be a boundary subregion. We can define a boundary state ρA
in the subregion A. When ρ has a good semi-classical bulk dual, the von Neumann entropy of ρA,

defined in Appendix F is given by

S (ρA) = Tr (ρLA) + Sbulk (ρEA)

where LA is a local operator in the bulk integrated over γA. At leading order in Newton’s constant

G, there is

LA =
Area (γA)

4G
,

and Sbulk (ρEA) is the bulk von Neumann entropy in entanglement wedge EA.

1.1.4 Bulk Reconstruction

The essence of AdS/CFT can be cast in terms of ”bulk reconstruction:” any state and operator

of the bulk should have a corresponding state or operator in the CFT. This connection is given

explicitly by the “extrapolate dictionary:”

lim
r→∞

r∆ϕ(r, x) = O(x) (1.2)

where ϕ is a free scalar field in the bulk, O is a corresponding operator on the boundary, and

∆ = d
2 + 1

2

√
d2 + 4m2.

In global AdS-Rindler Coordinates, a generic perscription for bulk reconstruction is of the

form

ϕ(x) =

∫
Sd−1×R

dY K(x, Y )O(Y ) (1.3)

where K is a “smearing function” that is expressed in terms of the Fourier modes of the field coef-

ficients f [5]. This is often known as the Hamilton-Kabat-Lifschytz-Lowe (HKLL) reconstruction.

While effective, HKLL reconstruction becomes cumbersome as one needs to solve PDE’s of the

bulk dynamics and leads to the following paradox:

Consider dividing the boundary into two subregions: R, R̄, and a bulk operator ϕ(x). We

can choose R such that its corresponding bulk region contains ϕ(x), allowing for reconstruction of

ϕ(x) on R using 1.3. Then [OR,AR̄] = 0 for any operator AR̄ on R̄. Since R is arbitrary, there are

many other regions of the boundary for which the commutativity relation still holds. However by

Schur’s lemma, this implies that ϕ(x) must be the identity operator, since the only operator that

commutes with all other operators on irreducible subspaces is the identity, resulting in a paradox

[4, 5].
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Figure 1. (a) HaPPY Pentagon Code. Pentagon tiles correspond to bulk logical states, and uncontracted

legs at the edge correspond to physical boundary states. (b) Operator pushing. Two bulk operators shown

in green and blue are reconstructed on the boundary. Figures obtained from [3].

1.2 The HaPPY Code

The key insight by Almheiri et al. [5] that resolves the paradox is the following: operators in

the bulk are redundantly encoded in the boundary. Therefore, AdS/CFT can be viewed as an

instantiation of quantum error correction, where Hcode corresponds to states in subregions of the

bulk and Hphys to regions of the boundary. That is, the operators OR for different regions R in

equation 1.1.4 are actually physically different operators in the boundary theory, yet they act on

the code subspace in the same way. Importantly, this error-correcting code-like structure emerges

when we consider operators acting on subspaces of the full bulk space [4, 6].

The HaPPY code provides a concrete model of holographic error correction by tessellating

the bulk states with a hyperbolic MERA-like tensor network. Tensor networks provide the DNA

for a complex quantum state. Any many-body quantum state of N particles with d spin states

(e.g. d = 2 for qubits) can be expressed as

|ψ⟩ =
d∑

i1...iN

Ti1...iN |i1⟩ |i2⟩ . . . |iN ⟩ . (1.4)

where the coefficients Ti1...iN contain all of the relevant physics. Tensor networks provide a visu-

alization of this state by breaking up the large tensor Ti1...iN into connected tensors of lower rank,

forming a network of contractions [7, 8].

The HaPPY code implements a tensor network consisting of contracted pentagons, each of

which is associated with a six-index tensor containing one logical bulk state (red dots) and five

outgoing legs (see Figure 1 (a)). The pentagon contractions provide the encoding map from the

bulk logical states to the ”boundary” physical states (all uncontracted white dots at the edge),

resulting in a state of the form in equation 1.4.

The building blocks for these pentagon tiles are ”perfect tensors” T , which have two properties.

First, T is an isometry meaning that
∑

b T
†
abTba′ = δaa′ . Second, T becomes unitary when its indices
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are evenly partitioned into input and output components [3, 4]. Specifically, one can ”shift” input

indices of a perfect tensor T |a2a1⟩ →
∑

b Tba2a1 to output indices of a corresponding perfect

tensor T̃ |a1⟩ →
∑

ba2
|ba2⟩Tba2a1 [3]. Since the composition of isometries is still an isometry (see

Appendix A), then full contracted HaPPY is an isometric tensor network.

The feature of the HaPPY code perfect tensors that enables bulk reconstruction is called

“operator pushing”. Consider an operator O acting on an incoming leg of the perfect T . Then

because T is an isometry,

TO = TOT †T = O′T (1.5)

where O′ = TOT †. Therefore, it is physically equivalent to either first act on a state with O and

then contract T , or first contract with T and then act with O′ [7]. Two examples of HaPPY bulk

reconstruction are shown in Figure 1 (b).

1.3 Main Results

Our results consist of the following:

1) We explicitly show that the HaPPY code is a stabilizer quantum error correcting code.

2) We analyze bulk reconstruction in the HaPPY code in two regions: i) we provide a con-

crete example of bulk reconstruction for a local operator in the ”causal wedge,” with accompanying

Python simulations. ii) We propose a new algorithm to generate the code subspace for “entangle-

ment wedge” reconstruction, based on a Grover search method.

2 HaPPY Code as a QECC

Every quantum error correcting code (QECC) consists of two components: 1) an encoding map, 2)

a recovery channel on a set of correctable errors [9, 10]. The utility of holographic codes for bulk

reconstruction derives mostly from 1), as they encode logical bulk states into physical boundary

states. But if the HaPPY code is indeed a bonafide QECC, then we should be able to identify a

set of errors which the HaPPY code can correct by satisfying the Knill-Laflamme conditions.

2.1 Encoding: HaPPY code as a stabilizer code

We now show that the HaPPY code is a version of standard five qubit [5,1] stabilizer code.1

Recall that a stabilizer code on a system of n quantum states is constructed from an abelian

subgroup S of the Pauli group Gn = ±i{X,Y, Z, I}⊗n that is generated by elements Mi which are

i) Hermitian, ii) independent, and iii) commuting. Succinctly, ⟨Mi⟩ = S ≤ Gn
2 [9–11]. The code

subspace is then defined as the set of states which are stabilized by the action of the generators

of S:

|ψ⟩ ∈ Hcode ⇐⇒ Mi |ψ⟩ = |ψ⟩ ∀Mi ∈ S (2.1)

1Note that in full generality, the pentagon HaPPY code is actually [6,0] code. This means that it can be

represented as a [5,1], [4,2], or [3,3] code in which each tile has 1, 2, or 3 uncontracted indices [3]. However we just

consider the most intuitive representation as a [5,1] code here.
2We have used the group theory notation ≤ to denote subgroup.
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As explained in section 1, the perfect six-index tensor associated to each pentagon leaves one

index uncontracted to represent a logical qubit
∣∣j̃〉 and maps it to five physical qubits (i.e. the

edges of a pentagon tile) [4], as shown in Figure 2:

Figure 2. The 6-index perfect tensor associated with each pentagon tile maps one qubit
∣∣j̃〉 into five

physical qubits |i1i2i3i4i5⟩.

The pentagon building blocks of the HaPPY code are therefore equivalent to the well-known

5 qubit [[5,1,3]] stabilizer code [3, 4, 9, 11]. It has n− k = 5− 1 = 4 stabilizers

M1 = X1Z2Z3X4I5 M2 = I1X2Z3Z4X5

M3 = X1I2X3Z4Z5 M4 = Z1X2I3X4Z5,
(2.2)

logical X and Z operators

Z̃ = Z1Z2Z3Z4Z5 X̃ = X1X2X3X4X5, (2.3)

and encoded states [11, 12] ∣∣0̃〉 =
∑
M∈S

M |00000⟩ (2.4)∣∣1̃〉 = X̃
∣∣0̃〉 . (2.5)

The five outgoing legs of each pentagon tile are then contracted with other pentagon tensors,

resulting in a concatenated 5 qubit code at the boundary [4].

2.2 Recovery: Satisfying Knill-Laflamme conditions

A quantum error correcting code can achieve sucessful recovery if it satsifes the Knill-Laflamme

conditions: for any two orthonormal eigenkets
∣∣̃i〉 , ∣∣j̃〉 ∈ Hcode,〈̃

i
∣∣E†

āEb̄

∣∣j̃〉 = Cāb̄δij (2.6)

where Eā, Eb̄ are arbitrary Pauli errors and Cab is an arbitrary matrix that depends only on the

indices ā, b̄ [9, 11]. The choice of overbar notation will be made clear in Theorem 1 below.

The type of errors relevant to holographic codes are “erasures.” A quantum erasure occurs

when the error is unknown, but the location of the error is known [13]. A quantum erasure channel

simplifies the Knill-Laflamme conditions because one only needs to account for errors Eā and Eb̄
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acting on the same location Ā. Since a product of single-site errors of the algebra basis is an error

still acting on the same site, equation (2.6) becomes〈̃
i
∣∣EĀ

∣∣j̃〉 = cĀδij (2.7)

where now cĀ is a scalar corresponding to the matrix element
〈̃
i
∣∣EĀ

∣∣̃i〉 [13].

Let us follow [4, 5, 14] and take the three [3,1] qutrit code as a simple illustration. The

codewords are
∣∣0̃〉 = 1√

3
(|000⟩+ |111⟩+ |222⟩),

∣∣1̃〉 = 1√
3
(|012⟩+ |120⟩+ |201⟩), and∣∣2̃〉 = 1√

3
(|021⟩ + |102⟩ + |210⟩). Suppose we want to protect against erasure errors on the third

qutrit. Notice that the encoding of the qutrit codewords can be given by a unitary transformation

on the three physical qutrits via ∣∣̃i〉 = U12(|i⟩1 ⊗ |χ⟩23) (2.8)

where |χ⟩23 =
1√
3
(|00⟩+ |11⟩+ |22⟩) and U12 enacts the transformation given in Appendix B [4, 5].

Since the unitary U12 that generates the encoding only has support on the first two qutrits,

the QECC is able to protect against erasures errors on the the third qutrit, as desired. This

feature generalizes to part of a theorem proposed by Harlow in [4, 5, 14]:

Theorem 1: Suppose the full physical Hilbert space factorizes into regions A and its compli-

ment Ā, H = HA ⊗HĀ ⊃ Hcode. Further consider coupling a reference system R with the same

size as the codespace. If |R| = |code| ≤ |A|, then:

• by the division algorithm, HA = (HA1 ⊗HA2)⊕HA3 with |A1| = |R|, |A3| < |R|

• there exists a unitary UA : HA → HA and state |χ⟩A2Ā
such that∣∣̃i〉

AĀ
= UA

(
|i⟩A1

⊗ |χ⟩A2Ā

)
(2.9)

where
∣∣̃i〉

AĀ
=⇒

∣∣̃i〉 ∈ H under this representation.

Physically, Theorem 1 states that if the boundary is divided into two subregions A and Ā, then

one can construct a boundary representation of a bulk codeword
∣∣̃i〉 which ensures it can protect

against erasures on Ā. A is the region we want to protect, Ā is the region where erasures can

occur. It turns out that Theorem 1 implies the Knill-Laflamme conditions in 2.7. We prove this

in Appendix A to conserve space. The idea is that if an error EĀ acts only on Ā, then it will be

proportional to the identity on A given that the encoding map UA in 2.9 has support only on A.

To be concrete, let us consider how Theorem 1 translates to the HaPPY pentagon 5 qubit code

of section 2.1. The code subspace consists of one logical qubit ĩ encoded in five physical qubits

i1, i2, i3, i4, i5. Since |A1| = |code| = 21, without loss of generality say A1
∼= span{i1}. Since

|A3| < |R| = |code| and since the codespace only has one qubit, then |A3| = 0 so A3 is empty.

The 5 qubit code should protect against erasures on any two of the five qubits [4], say on qubits

4 and 5. Then Ā ∼= span{i4, i5} and hence A ∼= span{i1, i2, i3}. This leaves A2 = span{i2, i3} by

the division algorithm. Consequently, any encoded pentagon state should be expressible as∣∣̃i〉 = U123(|i⟩1 ⊗ |χ⟩23,45). (2.10)
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By considering ĩ = 0̃ and comparing equations 2.10 and 2.4, we can derive a constraint that U123

should be given by ∣∣0̃〉 = U123(|0⟩1 |χ⟩23,45) =
∑
M∈S

M |00000⟩ . (2.11)

An explicit U123 and |χ⟩23,45 are worked out in Appendix B. Therefore, a given pentagon will

satisfy the Knill-Laflamme erasure conditions 2.7:〈̃
i
∣∣E45

∣∣j̃〉 = ⟨i|1 ⟨χ|23 U
†
123U123 |j⟩1 |χ⟩23 ⟨χ|45E45 |χ⟩45 = δijc45. (2.12)

Since each individual [5,1] pentagon code protects against erasure errors, the full concatenated

HaPPY code will also protect against erasure errors.

3 Causal Wedge Reconstruction

Figure 3. Example of causal wedge reconstruction of X̃. For boundary region A in orange, the causal

wedge C[A] is constructed from the Greedy algorithm, which in this case consists of two cuts corresponding

to tensors P1 (green) and P2 (purple).

We now turn to analyzing how the HaPPY code enables bulk reconstruction. To reconstruct

bulk operators that can causally influence bulk points corresponding to a boundary region A, one

must perform “causal wedge reconstruction.” Formally, the causal wedge C[A] of A is defined as

the intersection of the bulk future and past of the boundary domain of dependence D[A] (i.e. any

point on the boundary for which any causal curve also intersects A)[5]:

C[A] = J+[D[A]] ∩ J−[D[A]]. (3.1)

The left time slice of Figure 4 exhibits two causal wedges corresponding to “top” and “ bottom”

boundary regions At and Ab.

3.1 Example of causal wedge reconstruction using Greedy algorithm

How might one construct a causal wedge C[A] region in the HaPPY code tensor network? The

authors of [3] propose a method called the “greedy algorithm”. The greedy algorithm consists

of making a sequence of cuts {cα} into the bulk and an associated sequence of isometries {Pα}
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Figure 4. Given a disconnected boundary region A = At ∪ Ab, the left shows the causal wedge C[A] =

C[At] ∪ C[Ab] (the union of two individual causal wedges) and the right shows the entanglement wedge

E[A], which extends through the bulk. Figure modified from [3].

generated by the following steps: 1) Perform a trivial cut: start with A itself. 2) Each subsequent

cut is made around a perfect tensor Pα+1 which has at least half of its legs contracted with

Pα. This means each pentagon included in Pα+1 must have at least three legs contracted with a

pentagon in Pα. 3) Continue until halt. The causal wedge C[A] will correspond to the set of bulk

points reached by the greedy algorithm applied to A, according to [3].

Let us consider reconstructing the operator X̃ as in equation 2.3 acting on a bulk logical

state
∣∣j̃〉 ∈ C[A]. Suppose that C[A] has been constructed from a greedy algorithm with N cuts,

corresponding to a collection of isometries {Pi}Ni=1. Then, by the tensor pushing formula 1.5, the

boundary representation of X̃ will be

X ′ = P1 . . . PNX̃P
†
N . . . P †

1 (3.2)

For example, if one chooses the boundary region A as in Figure 3, then the greedy algorithm

causal wedge will consist of a sequence of two isometries P1, P2. To push the operator X̃ acting

on the pentagons in the corresponding C[A], the boundary representation will be P1P2X̃P
†
2P

†
1 . A

Python simulation of causal wedge reconstruction for the HaPPY code using the greedy algorithm

is discussed in Appendix C.

4 Entanglement Wedge Reconstruction

Another region of interest for bulk reconstruction is the “entanglement wedge.” The entanglement

wedge is defined as the “set of bulk points in the bulk region bounded by A and γA, where γA
is the minimal bulk geodesic whose boundary matches the boundary of A” [3]. It follows that

C[A] ⊂ E[A], so oftentimes the entanglement wedge extends much further into the bulk than the

causal wedge. Entanglement wedge reconstruction naturally arises in settings where the boundary

region of interest contains two disconnected subregions such that the entanglement wedge results

in a wormhole-like bulk geometry connecting them as shown in Figure 4.
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4.1 Difficulty: Entanglement Wedge Reconstruction with Greedy Algorithm

How can one generate the code subspace corresponding to the entanglement wedge in the HaPPY

code? The authors of [3] propose the “greedy entanglement wedge” as a possible solution, which is

the “set of bulk points reached by applying the greedy algorithm to to all connected components of

A simultaneously.” However, this greedy entanglement wedge has shortcomings. First, this method

requires applying the greedy algorithm to each individual boundary subregion Ai ∈ ∪iAi = A,

which can present a problem when trying to match cuts coming from different boundary regions

deep in the bulk. Second, there might be operators which lie outside of the greedy algorithm

region so the greedy entanglement wedge does not always coincide with the true entanglement

wedge. As a result, the greedy algorithm does not guarantee that E[A] ∪ E[Ac] covers the full

bulk, which is an expected property [3].

4.2 Proposal: Grover Search HaPPY Algorithm

As such, we propose a novel algorithm that the HaPPY code could employ to generate the en-

tanglement wedge code subspace. The algorithm is based on a Grover search method inspired by

similar techniques used in the Python lunch conjecture [15–17] and in Hayden-Preskill decoding

[18]. We start by considering a disconnected boundary region A = At ∪ Ab as in Figure 4 and

suppose that A consists of n qubits so that |HA| = 2n. Pastawski et al. [3] state that “according

to the entanglement wedge conjecture, we should always be able to reconstruct the center of the

bulk from a sufficiently large fraction of the boundary.” This necessary condition for entanglement

wedge reconstruction of being able to reconstruct on operator on the center pentagon provides

the key idea for the Grover algorithm: mark the center pentagon state, |c̃⟩, and perform a Grover

search to amplify it.

First we need to provide a boundary representation of |c̃⟩ on the physical subregion A. Ac-

cording to Theorem 1 of section 2.2, we can represent the center pentagon encoding as

|c̃⟩ = UA(|c⟩A1
|χ⟩A2Ā

) (4.1)

where the support of UA is solely on the boundary region A = At ∪ Ab. Now we can formulate

a Grover search for |c̃⟩ in a two-dimensional subspace spanned by |c̃⟩ and |c̃⟩⊥ entirely in the

(physical) boundary region A. Each Grover iteration will correspond to a cut further into the

bulk from A, similar to the greedy algorithm.

1. Initialization A standard Grover search begins by creating an initial uniform superpo-

sition state |s⟩ by applying the n qubit Hadamard gate |s⟩ = H⊗n |0⟩ = 1√
2n

∑N−1
x=0 |x⟩. Here,

we can do even better and use a “generalized Grover search” given that we know some of the

structure of |c̃⟩ [11]. We replace H⊗n by UA to create the initial state

|a⟩ = UA |0⟩A (4.2)

where |0⟩A = |01 . . . 0n⟩ ∈ HA.

2. Grover rotation. Next we apply the Grover unitary UG = UaUc to |a⟩ where

Uc = IA − 2 |c̃⟩⟨c̃| = IA − 2UA

(
|c⟩A1

|χ⟩A2Ā

) (
⟨c|A1

⟨χ|A2Ā

)
U †
A (4.3)
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Figure 5. Grover search HaPPY code algorithm for entanglement wedge reconstruction. Schematic on the

right shows the Grover rotation (left) iterated three times, t1, t2, t3 in green, resulting in three cuts which

define the shaded entanglement wedge.

and

Ua = 2 |a⟩⟨a| − IA = UA(2 |0⟩⟨0|A − IA)U
†
A (4.4)

so that

UG = UA (2 |0⟩⟨0|A − IA)
(
IA − 2 |c⟩A1

|χ⟩A2Ā
⟨c|A1

⟨χ|A2Ā

)
U †
A. (4.5)

We then construct a cut from A into the bulk corresponding to UG. By leveraging the property

that every perfect tensor corresponds to a unitary when its number of input and output indices

are balanced, we can make a cut containing perfect tensors P1 by defining

P †
1 = ⟨b|UG|a⟩ (4.6)

where |b⟩ = |i1 . . . in⟩ has the same number of indices as |a⟩ and consists of bulk legs i1 . . . in one

layer in from the boundary region A.3 However, given the hyperbolic curvature of AdS, it will

often be the case that a cut maintaining the same number of bulk indices as uncontracted indices

in A cannot be made. To remedy this, we use the other property of perfect tensors that input

indices can be pushed to output indices. In this case, the cut corresponding to P1 is made such

that the maximum number of available bulk indices are kept in |b⟩ and the rest are shifted over

|a⟩4. This procedure is analagous to the “maxi-min” quantum extremal surface protocol discussed

in current literature [19].

Moreover, we are guaranteed that we can find a set of tiles in the bulk corresponding to 4.6

because we chose UG to depend on UA, the encoding map for |c̃⟩, and UA is itself constructed

from a composition of encoding maps for individual pentagon tiles. These are precisely the [5,1]

encoding maps previously defined in equation 2.11.

3Since the Grover method goes from the boundary into the bulk instead of the other direction, P1 is defined in

terms of its Hermitian conjugate.
4Specifically, the vector |a⟩ is really |a⟩A |0⟩Ā so the remaining bulk indices should be shifted to |0⟩Ā so as to

leave the Grover search on region A unaffected.
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3. Iteration. For each iteration t of step 2, the initial vector |a⟩ ∈ HA will further approach

|c̃⟩ by (UG)
t |a⟩, and we will have made t cuts into the bulk with corresponding perfect tensors

P †
t = ⟨b|(UG)

t|a⟩ . (4.7)

If the number of contracted bulk indices in layer t is not |A| or if the candidate pentagons in

layer t map to any state in Ā, then we make Pt an isometry and not a unitary as in step 2 by

taking the maximum number of available indices in |b⟩. An interpretation of this process in terms

of ”post-selection,” in line with [15], is given in Appendix D. Figure 5 gives a schematic of the

Grover HaPPY algorithm.

4.3 Efficacy of the Grover HaPPY Algorithm

After t iterations, the initial angle θ between |a⟩ and |c̃⟩⊥ will have moved to (2t + 1)θ [11].

Therefore, the number of iterations tf to exactly reach |c̃⟩ will be given by (2tf + 1)θ = π/2, or

tf =
π

4θ
− 1

2
. (4.8)

Therefore, the HaPPY Grover Algorithm would require pentagon tilings with number of layers

l ≥ tf . Moroever, it would be optimal on a HaPPY code with an infinite number of tiling layers

(see [20]). Even with sufficient layers, we note that the Grover algorithm is not exact, and so

there will be some error ϵ in reconstructing the center tile,∥∥|c̃⟩ − (UG)
t |a⟩

∥∥2 = ϵ. (4.9)

These downsides withstanding, we have shown the Grover HaPPY algorithm can define a code

subspace which includes the center tile, thus satisfying a necessary condition for EW reconstruc-

tion. Does it improve upon the shortcomings of the greedy algorithm?

Indeed, firstly, the Grover HaPPY algorithm runs on the combined space A = At ∪ Ab and

not Ab and At individually. Second, we expect it recovers the property that E[A] ∪ E[Ā] fills

the whole bulk space, for which the greedy algorithm failed. This is a result of how the Grover

search process is designed: it projects states onto two subspaces |c̃⟩⟨c̃| and |c̃⟩⟨c̃|⊥. The Grover

HaPPY algorithm associates the codespace of E[A] with the |c̃⟩⟨c̃| subspace, given the choice of

initialization unitary UA. Therefore, just as the boundary is divided between A and Ā, we expect

the bulk to be divided between |c̃⟩⟨c̃| and |c̃⟩⟨c̃|⊥. Applying the Grover HaPPY algorithm to Ā

would result in the filling of the complementary space in the bulk (the unshaded region of Figure

5). The error in filling up the whole space will be proportional to ϵ2.

5 Conclusion and Future Directions

We showed that the HaPPY code is a true QECC, with an encoding given by a concatenated [5,1]

5 qubit code for each contracted pentagon and a recovery channel for erasure errors. Using the

tool of operator pushing, we then reconstructed the local bulk operator X̃ acting in the causal
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wedge. Lastly, we proposed a novel Grover search HaPPY algorithm that improves on the greedy

algorithm for generating the entanglement wedge code subspace.

In the future, we would like to consider applying these techniques to reconstruct a local bulk

Hamiltonian and relate dynamics in the bulk to dynamics in the boundary [20, 21]. Moreover,

we envision implementing the Grover search algorithm in a Python simulation to see if we can

reconstruct an operator in the entanglement wedge as we did for the causal wedge. Doing so will

help identify cases in which the Grover search algorithm fails so that it can be improved.

Meanwhile, in the original HaPPY code paper [3], Pastawski et al. also introduce the Qutrit

Hexagon Code, which we can further explore to verify that it indeed functions as a QECC and

supports both causal and entanglement wedge reconstructions. We can also consider generalizing

the HaPPY code framework by exploring n-qudit codes on m-gon tilings. At the same time, since

the HaPPY code relies on perfect tensors, it is worth investigating holographic QECCs that do

not require perfect tensors. As the perfect-tensor tiling has no preferred past or future direction

and clashes with the locality, it is difficult to produce boundary dynamics resembling a CFT. We

hope to explore further in understanding time-dependent bulk dynamics with holographic codes.
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A Proofs of some statements throughout

The composition of isometries is an isometry: Let W,V be isometries such that V †V = I and

W †W = I. Then

(VW )†(VW ) =W †V †VW =W †IW = I (A.1)

so WV is also an isometry. ■

Now we prove the claim in section 2.2 that Theorem 1 implies the Knill-Laflamme conditions.

We note that EĀ = EĀ ⊗ IA and substitute equation 2.9 into 2.7,

〈̃
i
∣∣EĀ

∣∣̃i′〉 = ⟨i|A1
⟨χ|A2Ā

U †
A(EĀ ⊗ IA)UA

∣∣i′〉
A1

|χ⟩A2Ā

Let us write |χ⟩A2Ā
= |χ⟩A2

|χ⟩Ā. Noting that A = A1 ⊗A2,

〈̃
i
∣∣EĀ

∣∣̃i′〉 = ⟨i|A1
⟨χ|A2

U †
AIAUA

∣∣i′〉
A1

|χ⟩A2
⟨χ|ĀEĀ |χ⟩Ā

= δii′cĀ
(A.2)

where cĀ = ⟨χ|ĀEĀ |χ⟩Ā. ■

B Further detail on HaPPY Code as a QECC

The unitary encoding U12 for the three qutrit code discussed in section 2.2 transforms according

to

|00⟩ → |00⟩ |11⟩ → |20⟩ |22⟩ → |10⟩
|01⟩ → |11⟩ |12⟩ → |01⟩ |20⟩ → |21⟩ .
|02⟩ → |22⟩ |10⟩ → |12⟩ |21⟩ → |02⟩

(B.1)

We can similarly model the map U123 and state |χ⟩23,45 for the 5 qubit code.
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The full expression for
∣∣0̃〉 in equation (2.4) is [12]

|0̃⟩ =|00000⟩+M1|00000⟩+M2|00000⟩+M3|00000⟩+M4|00000⟩
+M1M2|00000⟩+M1M3|00000⟩+M1M4|00000⟩

+M2M3|00000⟩+M2M4|00000⟩+M3M4|00000⟩
+M1M2M3|00000⟩+M1M2M4|00000⟩+M1M3M4|00000⟩
+M2M3M4|00000⟩+M1M2M3M4|00000⟩

=|00000⟩+ |10010⟩+ |01001⟩+ |10100⟩
+ |01010⟩ − |11011⟩ − |00110⟩ − |11000⟩
− |11101⟩ − |00011⟩ − |11110⟩ − |01111⟩
− |10001⟩ − |01100⟩ − |10111⟩+ |00101⟩

(B.2)

and
∣∣1̃〉 is

|1̃⟩ =X̄|0̃⟩
=|11111⟩+ |01101⟩+ |10110⟩+ |01011⟩
+ |10101⟩ − |00100⟩ − |11001⟩ − |00111⟩
− |00010⟩ − |11100⟩ − |00001⟩ − |10000⟩
− |01110⟩ − |10011⟩ − |01000⟩+ |11010⟩.

(B.3)

Notice that in the subspace of the first three qubits, there are 23 = 8 unique possible states.

Each of these eight is repeated once to make up the sixteen states of B.2. Keeping with the

Theorem 1 representation (2.10) ∣∣̃i〉 = U123(|i⟩1 ⊗ |χ⟩23,45), (B.4)

we provide one possible explicit form for U123 and |χ⟩ below. Suppose

|χ⟩23,45 =|0000⟩+ |0010⟩+ |1001⟩+ |0100⟩

+ |1010⟩ − |1011⟩ − |0110⟩ − |1000⟩
− |1101⟩ − |0011⟩ − |1110⟩ − |1111⟩
− |0001⟩ − |1100⟩ − |0111⟩+ |0101⟩.

(B.5)

Then U123, with action U123 |i1i2i3⟩ ⊗ I4I5 |i4i5⟩ on each term |i1i2i3i4i5⟩ ∈ |i1⟩ |χ⟩23,45, would be

given by the following:

If i1 = 0 :

U123 =

{
I1I2I3 if

∑5
k=1 ik mod 2 = 0

X1I2I3 else
(B.6)

Else if i1 = 1 :
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U123 I1 X1 Z1 X1Z1

i2i3i4i5

0011 0001 0000 0010

0101 0111 0110 0100

1010 1000 1001 1011

1100 1110 1111 1101

where each case of U123 implicitly also acts with I2I3.

It can be checked that these definitions for |χ⟩ and U123 recover
∣∣0̃〉 and

∣∣1̃〉 from (B.4).

C Causal Wedge Reconstruction Simulations

We have written Python code generating a random tensor network model of the HaPPY code

with two layers (see Figure 6). We use random tensors, since it was stated in [4] that such tensors

could resolve problems that stabilizer perfect tensors have.

Figure 6. Python tensor network representation of HaPPY code with random tensors

One can construct a causal wedge in this code by implementing the greedy algorithm directly

and performing operator pushing. A more streamlined approach is to use the LEGO HQEC

software developed in [7], which has preset HaPPY operator pushing encodings. An operator

pushing simulation which represents all stabilizers on the boundary was performed. For example,

on a bulk tensor labeled 4, the operator IZXIZX has the boundary representation as shown in

Figure 7.
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Figure 7. Python output of LEGO HQEC simulation

D Further Details on Grover HaPPY Algorithm

An alternative way of viewing the process of shifting indices in Pt is post-selection, as discussed

in [15–17]. In this case we can view P †
t as a unitary if we include ancilla qubits |0⟩R from the

reference system HR such that P †
t : UA |a⟩A |br⟩Ā 7→ |bn−r⟩ |0⊗r⟩R where the subscript r denotes

the ”remaining” indices discussed above (cf. Figure 8 of [15]). Therefore, |c̃⟩ actually can be

viewed as the post-selected state

V |a⟩ =
√
N

〈
0⊗n

∣∣ (UG)
tf
∣∣∣0⊗k

〉
|a⟩ (D.1)

where k ≥ n (cf. equation 2.0 of [16]).

Another necessary condition for entanglement wedge reconstruction that could be checked

is the ”JLMS” condition [6, 22]. Dividing the boundary into Hphys = HA ⊗ HĀ and bulk into

Hcode = Ha ⊗Hā, where Hā conssits of states in the entanglement wedge E[A], we should verify

that the Grover algorithm preserves

S(ρĀ|σĀ) = S(ρā|σā) (D.2)

where S is the relative entropy between states ρ and σ in the specified subspaces.

E Radial Quantization and Operator-State Correspondence

Consider conformal field theories on 2-dimensional Euclidean space, with Euclidean time direction

x0 and space direction x1. We can compactify Euclidean space direction x1 on a circle of radius R

and choose R = 1. The conformal field theory can now be defined on a cylinder of infinite length

for which we have the complex coordinate

z = x0 + ix1, z ∼ z + 2πi.

To radial quantize the above theory, we map the cylinder to the complex plane with a change

of variables

w = ez = ex
0 · eix1

.

In radial quantization, inserting an operator O(0) at the origin creates a state on a small circle

around w = 0. In particular, we define a state

|O⟩ := lim
w→0

O(w)|0⟩,
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where |0⟩ is the vacuum. That is, inserting the operator O at the origin is equivalent to preparing a

state |O⟩ on a small circle around w = 0. Conversely, any state prepared on a circle of radius r (say

r → 0) can be associated with some local operator insertion at w = 0. This is the state-operator

correspondence: States on a circle correspond to local operators at the origin.

F Entanglement Entropy

Entanglement entropy is a measure of entanglement. Von Neumann entanglement entropy is

defined as:

S(ρ) = −Tr(ρ ln(ρ))

which has the operational definition of being the asymptotic number of Bell states per copy

required to distill a large number of copies of ρ. When a pure state is written in the Schmidt

basis, the Von Neumann entropy is exactly analogous to Gibbs’ thermodynamic entropy. Renyi

entanglement entropy is defined as:

Sα(ρ) =
1

1− α
Tr(ρα)

which is useful because it can be calculated as the expectation value of a permutation operator

Sn(ρ) = Tr(σρ⊗n) and Von Neumann entropy can be recovered as a limit:

S(ρ) = lim
α→1

Sα(ρ)

G Proof of Explicit Operator Maps from the Bulk to the Boundary (Gesteau

& Kang, 2020)

From Gesteau and Kang [20], we have an example for constructing the stabilizer generators for each

level of the infinite-dimensional generalization of the HaPPY code. In this section, we summarize

the example.

We have shown in the above sections that the original perfect tensor is constructed with

the 5 qubit [[5, 1, 3]] stabilizer code, with stabilizer generated by the cyclic permutations of S =

XZZXI. We can multiply by ZZX1X to get the stabilizer S = Y XXY 1.

Figure 8. The left diagram shows the tensor network produced at level 1, which has 1 bulk qubit and

5 boundary qubits. The right diagram shows the tensor network produced at level 2, which has 11 bulk

qubits and 25 boundary qubits. [20].
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From Figure 8, for the pentagon tiling, we can see that, while in the first level, the central

pentagon contributes 5 boundary nodes, most of the outside level of each bulk node provide 2 or

3 boundary modes, named as 2-clusters and 3-clusters, with the number of 2-clusters as an and

the number of 3-clusters as bn, for n ≥ 2, n ∈ N. We have the resursion relations of an and bn as

follows: {
an = 2an−1 + 3bn−1, a2 = 5

bn = an−1 + 2bn−1, b2 = 5

n 2 3 4 5 6 7 8 9 10

an 5 25 95 355 1325 4945 18455 68825 256775

bn 5 15 55 205 765 2855 10655 39705 147305

Table 1. Values of an and bn from level n = 2 to n = 10.

From Table 1, we can see the number of boundary clusters and nodes grows exponentially

with each level.

Figure 9. Cluster and Boundary Node Growth

Now we want to put each level of HaPPY code as a stabilizer code, which we can write the

number of physical qubits pn at level n as follows:

pn = Ñn = 2an + 3bn = an+1;

and number of logical qubits ln as

ℓn+1 − ℓn = Nn+1 −Nn = an+1 + bn+1.

Since we can have stabilizers generated by cyclic permutations of eitherXZZXI and Y XXY I,

we have two families of stabilizers:
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n 2 3 4 5 6 7 8 9 10

pn 25 95 355 1325 4945 18455 68815 256385 955165

ℓn 11 51 201 761 2851 10651 39701 148681 557041

ℓn/pn 0.44 0.537 0.566 0.574 0.577 0.577 0.577 0.580 0.583

Table 2. Values of pn, ℓn, and the ratio ℓn/pn from level n = 2 to n = 10.

Figure 10. Two families of stabilizer [20].

We can push stabilizers one layer at a time using the rule in Figure 10: a weight-two operator

Y Y on an internal edge is replaced by the weight-four string Y XXY on the next layer’s legs, so

that each node has the five legs attached it being appropriate cyclic permutation of the stabilizer

Y XXY I. In the case of the central tensor, as shown in Figure 12, we start with S = Y XXY I

and push to S′ = Y XXY IIY Y IIY XXY IIIIIIII, and the clusters such as Y IY are traced out

so they are not included in this example stabilizer.

Figure 11. Pushing Y Y to Y XXY and Pushing Y XXY to Y XXY IIY Y IIY XXY [20].
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Figure 12. Pushing Stabilizer in the case of the central tensor[20].

In the recursive process of pushing bulk operators to the boundary, the patterns of non-trivial

Pauli operators become increasingly sparse, with identity operators interspersed throughout. This

spreading implies that even small, disconnected regions of the boundary can collectively contain

enough information to reconstruct certain bulk operators, which is closely related to the concept

“uberholography,” introduced by Pastawski and Preskill, suggesting the bulk information can be

encoded in boundary regions with fractal structures. This process is aligned with the principle of

entanglement wedge reconstruction.

Meanwhile, in the following sections in the paper [20], Gesteau and Kang define a nontrivial

bulk Hamiltonian exhibiting a phase transition, using trapeze operators. However, due to this

“uberholography,” when this Hamiltonian is pushed to the boundary, it fails to reproduce expected

CFT behavior such that the boundary state is too disentangled, missing the long-range correlations

that define a CFT.
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